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Why Graph Self-Supervised Learning

(Semi-)Supervised Graph Learning

To get away from
semantic categories

To get away from
fixed datasets

To get away from
fixed objectives
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0$A multi-scale graph contrastive schema with self-knowledge 
distillation is proposed to train the (online) graph encoder. 
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Experiments

Dataset statistics

Classification accuracies on five benchmark datasets

Classification accuracies on CiteSeer
versus graph augmentation in varying 
types and degrees

Classification accuracies on 
CiteSeer with different 𝛽
and 𝑚 5

Ablation study on CiteSeer and 
Amazon Photo

t-SNE embeddings of nodes in CiteSeer
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