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ABSTRACT
Prior arts on graph representation learning heav-
ily rely on labeling information. To overcome
this problem, we propose a novel self-supervised
approach to learn node representations by en-
hancing Siamese self-distillation with multi-scale
contrastive learning. Specifically, we first gener-
ate two augmented views from the input graph
based on local and global perspectives. Then,
we employ two objectives called cross- view and
cross-network contrastiveness to maximize the
agreement between node representations across
different views and networks. To demonstrate the
effectiveness of our approach, we perform empir-
ical experiments on five real-world datasets.
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• Two graph views are first gener-
ated via augmentations. Then,
online and target networks are
employed to generate node repre-
sentations for each view.

• A multi-scale contrastive schema
with the self-knowledge distilla-
tion is proposed to train the on-
line graph encoder.

• gθ and gζ are two graph encoders.
pθ, pζ and qθ are two-layer MLPs
with the batch normalization.

KEY REFERENCES

[1] Jean-Bastien Grill, Florian Strub, Florent Altché, Corentin Tallec, Pierre Richemond, Elena Buchatskaya, Carl Doersch, Bernardo Pires, Zhaohan Guo, Mohammad Azar,
et al. Bootstrap your own latent: A new approach to self-supervised learning. In NIPS, 2020.

[2] Yanqiao Zhu, Yichen Xu, Feng Yu, Qiang Liu, Shu Wu, and Liang Wang. Deep Graph Contrastive Representation Learning. In ICML Workshop, 2020.

CONTACT INFORMATION

Email Us GitHub Site

EXPERIMENTS

Beta
0.0

0.2
0.4

0.60.81.0

Momentum

0.0
0.8

0.9
0.99

0.999
1.0

Cl
as

sif
ica

tio
n 

Ac
cu

ra
cy

 (%
)

71

72

73

74

75

Classification accuracies on CiteSeer with different
β andm. A warmer color denotes a higher accuracy.
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Classification accuracies on CiteSeer versus graph augmenta-
tion in varying types and degrees.

METHODOLOGY
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Cross-network contrastiveness aims to distill the
knowledge from historical observations and sta-
bilize online graph encoder training.

Lcn =
1

2N

N∑
i=1

(
L1
cn(vi) + L2

cn(vi)
)
,

where we have:

L1 or 2
cn (vi) = − log

exp(sim(h1 or 2
vi , ẑ2 or 1

vi ))∑N
j=1 exp(sim(h1 or 2

vi , ẑ2 or 1
vj ))

.

More importantly, a momentum parameter up-
dating mechanism is applied to facilitate the
knowledge distillation:

ζt = m · ζt−1 + (1−m) · θt.
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Cross-view contrastive learning regularizes our
bootstrapping objective by contrasting between
online representations of two views.

Lcv =
1

2N

N∑
i=1

(
L1 and 2
intra (vi) + L1 and 2

inter (vi)
)
,

where the inter-view contrasting is defined as:

L1 or 2
inter (vi) = − log

exp(sim(h1 or 2
vi , h2 or 1

vi ))∑N
j=1 exp(sim(h1 or 2

vi , h2 or 1
vj ))

.

The intra-view contrasting is formulated as:

L1 or 2
intra(vi) = − log

exp(sim(h1 or 2
vi , h2 or 1

vi ))

exp(sim(h1 or 2
vi , h2 or 1

vi )) + Φ
,

where Φ =
∑N
j=1 1i 6=j exp(sim(h1 or 2

vi , h1 or 2
vj )).


